Reliability, Validity and Correlation

Reliability, validity and correlation are concepts which are easy to confuse because the numbers used to represent them are so similar. This is because correlation is often used as a way to measure reliability and validity. In the following section I will try to explain each concept.

RELIABILITY

Reliability is one indication of how good a particular measuring tool is. Reliability is complex in that it refers to at least two different concepts: Internal consistency, and consistency across time.

Internal consistency is sometimes referred to as homogeneity. Think of homogenized milk. How is it different from milk that has not been homogenized? Milk straight from the cow naturally separates into cream (i.e., butter fat) and milk if allowed to stand. Homogenized milk does not. It is internally consistent in that if you take a sample from any where in the carton it will contain the same proportion of cream and milk. 

Internal consistency in measurement refers to whether all aspects of the measurement are measuring the same thing. If there are twenty questions on a measure of "interpersonal openness," for example, the reliability of the twenty questions is a measure of the degree to which all twenty questions are measuring the same concept. (Note, I did not say it was the degree to which the questions are measuring interpersonal openness. That is validity, which is a different concept.)

When we wonder whether our measuring instrument will provide us with the same result next week as it does today if applied to the same phenomenon, we are concerned with consistency across time. If I use a tape measure to measure the height of my office door it had better give me the same result tomorrow as it does today, or I'll throw the tape measure out.  If I am experimenting with a new plant food and I measure the plants every day to see whether the new plant food is giving me better results than my old plant food, how much confidence can I place in the results? This is the question of consistency across time.

How do we answer these questions? We typically use a measure of relationship or association. Such a measure call tell us how similar two things are or how much they have in common. There are several different measures of commonalty. The most frequently used measure of association or commonalty at the interval and ratio level of measurement is called the Pearson Product Moment Correlation Coefficient, usually referred to as a correlation coefficient.

Suppose we have a measure of the number of cars per square mile registered in fifty cities across the US and a measure of the degree of air pollution in each of those cities and we want to know whether the two are related. We could plot the two variables on an X and Y axis and see if there is a discernible pattern. If the two variables have nothing in common we would expect to dots randomly filling the space between the two axes. On the other hand, if we see that most of the time a small number of cars occurs with a small amount of air pollution and most of the time a large number of cars occurs with a large amount of air pollution, we know that the two variables are related, they have something in common, they are associated.

The Pearson Product Moment Correlation Coefficient is a statistic that allows us to put a number on the pattern we see (or don't see) on our XY graph. When there is no relationship the correlation is r = .00.  When every level on the X axis always occurs with a specific level of Y (e.g., whenever X is 4, Y is always 6; whenever X is 6, Y is always 8, and so on); then there is a perfect association between the two variables. The correlation coefficient for a perfect association is r = 1.00. When positive values of X are normally associated with positive values of Y the relationship is called a positive or direct relationship. In that situation, the correlation coefficient is positive (e.g,. r = .45).  When positive values of X are normally associated with negative values of Y the relationship is called a negative or indirect relationship.  In this situation the correlation coefficient is negative (e.g., r = -.37).

An important question we have to ask is whether a given correlation coefficient is important or not. Of course, we can find out the probability it is a chance finding, just as we can with other statistics. However, the correlation coefficient is highly sensitive to the size of the sample. Basically, when we have more than a hundred cases in our sample, a correlation coefficient of almost any size is statistically significant. So, what we can do?

The correlation coefficient is what we normally see reported in research, but a more interesting and ultimately more important piece of information is the proportion of variability in common between the two variables. Basically, it can tell us whether the relationship is important, or not. We can find this proportion very easily simply by squaring the correlation coefficient. For example, if we have a correlation coefficient of r = .90, the square of that number is .81. That is, 81 percent of the variability of the two variables is in common between them. A correlation coefficient of r = .80 sounds not too different from a correlation coefficient of .90, but the proportion of common variability is only 64 percent for the first and 81 percent for the second. The following chart shows the proportion of variability in common between two variables for different levels of correlation.


So, what does any of this have to do with reliability?  Suppose we administer our twenty questions measuring "interpersonal openness" to 100 people. Then we correlate the responses for the first ten items with the responses for the second ten items for each person. We call this a "split half" test. 

What would that tell us? As it turns out, it gives us an indication of the degree of association between the two sets of ten questions. If the association is high, it says we have some idea that internal consistency is good.  There may be some differences between the two halves of the test so, in reality we use a statistic that tells us that tells us the correlation between all possible split-half comparisons. The most frequently used measure of internal consistency is Coefficient Alpha (this is not the same thing as the alpha test of significance).  It gives us an estimate of the internal consistency for a particular measure. Though it sounds complicated, a measure of internal consistency is actually easy to accomplish. 

Consistency across time is relatively easy to understand theoretically, but not so clear conceptually. If we administer twenty questions measuring "interpersonal openness" to a group of people today and then administer it to the same group tomorrow, we should get the same results. We would then correlate each person's response today with the same person's response from yesterday. The higher the correlation the higher the consistency across time. The problem is, how long should we wait between the first administration and the second? And, if we do not get a high correlation between the two administrations, is it because internal consistency is not very high, or is it that people vary in their interpersonal openness across time? 

Researchers concerned with theories predicting that people are relatively constant in their thoughts and behavior across time (trait theories) are concerned with internal consistency. Personality theories, for example, fall in this area. Researchers developing theories predicting that people are relatively inconsistent in their behavior across time (state theories) are less concerned about consistency across time. For example, some researchers think we are differentially attentive to what is going on around us. Some times we are very attentive, sometimes we are more focused internally. These researchers are not as concerned if a measure of "interpersonal openness" has little consistency across time.

VALIDITY

Reliability tells us how consistently we are measuring whatever we are measuring. Validity is concerned with whether we are measuring what we say we are measuring. Just as with reliability, there are different kinds of validity. Most of these use the correlation coefficient as a measure. 

FACE VALIDITY. Suppose we have a group of experts in the area of interpersonal openness look at the group of questions we have designed to measure that concept.  We ask them to tell us whether the items look like they would measure interpersonal openness.  If they say "Yes" we could say we have "face validity."  Though it may be better than nothing, this "face validity" is not considered the best indication of validity.  

PREDICTIVE VALIDITY. Predictive validity has to do with whether a measure of something allows us to accurately predict something in the future. Suppose the U.S. Air Force gives a questionnaire to large group of people who want to be pilots. These questions include everything from their favorite ice cream to whether they read fiction. Later, after some people have been successful and graduated, and others have flunked out, the Air Force looks at the answers the successful people chose and looks for commonalities. No matter what the question ask this group of items, when administered to another group of people, should predict which ones will be successful in pilot-training school. This new test can be used to screen all the new applicants to determine which ones will be successful. It has predictive validity.

CONCURRENT VALIDITY. Suppose we have three researchers who are experts in interpersonal openness observe 100 people and categorized them on a scale from 1 to 5 on the basis of their interpersonal openness.  We could then find the correlations among the observations of all three experts.  We find these correlations are all in the .80 to .90 range. This tells us the researchers are reliable in their observations. Putting it another way, we have high "intercoder reliability."   

Then, we administer our twenty questions to the same 100 people, and afterward compute the Coefficient Alpha (our measure of internal consistencey -- reliability) for the results. We find that our scale has a reliability of .84. To find out if our questionnaire is valid we now must correlate these results with the results from the three researchers. If we find a high correlation we can presume we have high concurrent validity. In other words, we correlate the results of our new measurement with the results from a measure that has already been established as being valid. If the correlation is high, our measure is also valid.  Concurrent validity is considered one of the better ways to determine the validity of an instrument 

CONSTRUCT VALIDITY. Construct validity comes at the concept a bit differently. If we know that, in theory, interpersonal openness is highly related with risk taking then we should be able to find that our measure of interpersonal openness is correlated with an established measure of risk taking. Note, I did not say "highly" correlated. This is because if we had a perfect correlation between our measure of interpersonal openness and the measure of risk taking, one could make the argument that we are merely measuring the same thing two different ways. Instead, we want the construct validity correlation to be very much like the correlations which have been found between interpersonal openness and risk taking in previous research. Construct validity is considered by many researchers to be the most desirable form of validity.

ECOLOGICAL VALIDITY. Ecological validity does not necessarily refer to measurement, although it can. It refers to the degree to which results found in a study also occur in the greater population. That is, if we find that we can increase interpersonal openness by helping people in a workshop become more comfortable with risk (e.g., by performing a series of trust building exercises), does having groups of co-workers perform the same exercises increase their interpersonal openness? Similarly, just because our measure of interpersonal openness is reliable and valid with college students who completed it in a class does not necessarily mean that it will be reliable and valid with the population at large. 

Generalization is one of the more difficult problems in social science. But is it not insurmountable. Researchers are more frequently leaving their ivory towers to test their results in the greater community. The issue is not centrally relevant to our discussion of reliability, validity and correlation, however.
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